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Joint attention, a behavior to attend to an object to
which another person attends, is an important element not
only for human-human communication but also human-robot
communication. Building a robot that autonomously acquires
the behavior is supposed to be a formidable issue both
to establish the design principle of a robot communicating
with humans and to understand the developmental process
of human communication.

To accelerate learning of the behavior, the motion syn-
chronization among the object, the caregiver, and the robot
is important since it will ensure the information consistency
between them. In the previous work, however, it was not
taken into account [2], [3] or ensured by the human operation
[1]. For realizing autonomous rapid learning of the robot, it
should synchronize its motion with those of the object and
the caregiver by itself.

In this paper, we extend the architecture proposed in [3]
by taking the motion information into accout (seeFig. 1).
We utilize motion information for two purposes: to segment
motion sequence for synchronization and to determine the
gaze direction. The robot will change the gaze direction when
it observe motion in its view. If the caregiver picks up and
look at an interesting object to attend to, the robot will change
its gaze to the object because the caregiver’s gaze is fixed and
the object that is picked up moves. This enable it to acquire
the correct relation between the caregiver’s face pattern and
position of the object. If the robot does not observe any
motion in its view, it will change its gaze to the caregiver
because the caregiver’s face is very interesting. The gaze
direction is determined based on the preference measures of
objects and of the caregiver’s face. The motion information
enables the robot to take turns by itself to acquire consistent
information.

We conducted several experiments on a real robot to test
whether it could learn joint attention efficiently in the context
that a caregiver moved an object autonomously. FromFig. 2,
we can see that it needs only about 20 minutes to perform

joint attention with high success rate. We might conclude that
it could efficiently perform learning of joint attention due to
the synchronization by the proposed method.
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Fig. 1. The proposed mechanism for learning of joint attention.
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Fig. 2. The time course of success rate of joint attention.
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